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#### Abstract

A new approach namely merge search (MS) is proposed to search for minimal path vectors (MPV) in multistate networks (MSN). Also, a new advance in solving integer programming problems namely fast enumeration (FE) is integrated in this approach. Such an integrated approach can greatly improve the time efficiency of searching for MPV in MSN. Traditionally, searching for MPV in MSN involves three steps: (a) enumerate all feasible flow vectors; (b) transform these vectors to corresponding state vectors; (c) filter out MPV from these state vectors. Steps (a) and (c) are bottlenecks. Explicit enumeration is usually engaged in solving Step (a), and pairwise comparison is usually employed in solving Step (c). The integrated approach uses FE to solve Step (a), and MS to solve Step (c) instead. Some numerical examples are explored to show the superior time efficiency of the proposed approach. The results show that the proposed new approach is valuable in solving the search of MPV in MSN.
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## 1. Introduction

Aggarwal et al. firstly discussed the reliability problem without flow in a binarystate network. ${ }^{1}$ The network reliability is the probability of a live connection between source nodes and sink nodes. Lee ${ }^{2}$ extended it to cover the flow cases. Then, the reliability is the probability of a live connection between source nodes and sink

[^0]nodes with the maximal flow no less than a demand $d$. Aggarwal et al. ${ }^{3}$ presented the minimal path (MP) method to solve the network reliability in a binary-state flow network. A path is a set of nodes and edges whose existence results in the connection of one source node and one sink node. A MP is a path whose proper subset is not a path. Rueger ${ }^{4}$ extended it to cover the node failure cases. El-Neweihi et al. ${ }^{5}$ firstly discussed the multistate systems (MSN). Xue ${ }^{6}$ began to discuss the reliability analysis in a multistate network (MSN), which is also referred to the stochasticflow network. Lin et al. ${ }^{7}$ illustrated the reliability calculation of a MSN in terms of MP or minimal cuts (MC). ${ }^{8}$ A cut is a set of edges whose removal results in the disconnection of all source nodes and all sink nodes. A MC is a cut whose proper subset is no longer a cut. They also showed the basic stages in this calculation: (a) searching for all $\mathrm{MP}^{9-11} / \mathrm{MC}^{12-15}$; (b) searching for all minimal path vectors (MPV) ${ }^{16} /$ minimal cut vectors (MCV) ${ }^{17}$ from these MP/MC; (c) calculating union probability from these MPV ${ }^{18-20} / \mathrm{MCV} .{ }^{9,21}$

Network theories have been developed for decades. ${ }^{22,23}$ They are now widely applied to solve many real-life problems, such as supply-chain management, ${ }^{24,25}$ project management, ${ }^{26}$ information systems, ${ }^{27,28}$ human resource management, ${ }^{29}$ production system planning, ${ }^{30}$ telecommunication system planning, ${ }^{31,32}$ multicommodities applications, ${ }^{33-37}$ logistics management, ${ }^{25,38}$ assignment problems, ${ }^{39}$ etc. In tradition, the factors in network like flow, transportation time, transportation cost are deterministic and treated separately, such as the maximal flow problem, the shortest path problem, the least cost path problem, the largest capacity path problem, and the shortest delay path problem. Chen and Chin ${ }^{40}$ firstly introduced the multi-factors problem - the quickest path problem. After them, lots of similar problems were investigated, such as the constrained quickest path problem,,${ }^{41,42}$ the $k$ quickest paths problem, ${ }^{43,44}$ the all-pairs quickest path problem, ${ }^{45}$ etc. Although they involved time factor, they were deterministic and did not concern reliability.

Traditionally, searching for MPV in MSN involves three steps ${ }^{16}$ : (a) enumerate all feasible flow vectors; (b) transform these vectors to corresponding state vectors; (c) filter out MPV from these state vectors. Steps (a) and (c) are bottlenecks. Explicit enumeration is usually engaged in solving Step (a), and pairwise comparison is usually employed in solving Step (c). ${ }^{46}$

A new approach namely merge search (MS) is proposed to search for MPV in MSN. Also, a new advance in solving integer programming problems namely fast enumeration (FE) ${ }^{47}$ is integrated in this approach. Such an integrated approach can greatly improve the time efficiency of searching for MPV in MSN. The proposed approach uses FE to solve Step (a), and MS to solve Step (c) instead. MS takes the ideas from merge sort, which was originated from John Von Neumann in 1945. ${ }^{48}$ The time complexity for merge sort in all cases is $O(\pi \log (\pi))$ ( $\pi$ is the number of elements to sort). So, merge sort is a very stable and efficient algorithm for sort. However, it cannot be directly applied to vectors.

The remainder of the work is described as follows. The mathematic preliminaries for the approach are presented in Sec. 2. The proposed algorithm is given in Sec. 3. Some benchmarks are examined and compared in Sec. 4. Finally, Sec. 5 draws the conclusion of this paper.

## 2. Preliminaries

Let $(A, N, M)$ be a MSN, where $A=\left\{a_{i} \mid 1 \leq i \leq n\right\}$ is the set of $\operatorname{arcs}, N$ is the set of nodes, $M=\left(m_{1}, m_{2}, \ldots, m_{n}\right)$ is a vector with $m_{i}$ (an integer) being the maximal capacity of $a_{i}$. The network is assumed to satisfy the following assumptions.
(1) The nodes are perfect.
(2) The states in arcs are statistically independent from each other.
(3) Flow in the network satisfies the flow-conservation law. ${ }^{22}$
(4) The capacity of $a_{i}$ is an integer-valued random variable which takes values from the set $\left\{0,1,2, \ldots, m_{i}\right\}$ according to a given distribution $\mu_{i}$.

### 2.1. The MSN model

Suppose $\rho_{1}, \rho_{2}, \ldots, \rho_{z}$ are totally the MP from source node to sink node. Thus, the network model can be described in terms of two vectors: the system state vector $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and the flow vector $F=\left(f_{1}, f_{2}, \ldots, f_{z}\right)$, where $x_{i}$ denotes the current state of $a_{i}$ and $f_{j}$ denotes the current flow on $\rho_{j}$. Then, $F$ is feasible iff

$$
\begin{equation*}
\sum_{j=1}^{z}\left\{f_{j} \mid a_{i} \in \rho_{j}\right\} \leq m_{i}, \quad \text { for } i=1,2, \ldots, n \tag{1}
\end{equation*}
$$

This constraint describes that the total flow through $a_{i}$ cannot exceed the maximal capacity of $a_{i}$. We denote such set of $F$ as $\kappa_{M} \equiv\{F \mid F$ is feasible under $M\}$, and $\Psi_{F}$ as the set of formulas in Eq. (1).

Similarly, $F$ is feasible under $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ iff

$$
\begin{equation*}
\sum_{j=1}^{z}\left\{f_{j} \mid a_{i} \in \rho_{j}\right\} \leq x_{i}, \quad \text { for } i=1,2, \ldots, n \tag{2}
\end{equation*}
$$

For clarity, let $\kappa_{X}=\{F \mid F$ is feasible under $X\}$. The maximal flow under $X$ is defined as $\varpi_{X} \equiv \max \left\{\sum_{j=1}^{z} f_{j} \mid F \in \kappa_{X}\right\}$.

At first, we find the flow vector $F \in \kappa_{M}$ such that the total flow of $F$ equals $d$. It is defined in the following demand constraint,

$$
\begin{equation*}
\sum_{j=1}^{z} f_{j}=d \tag{3}
\end{equation*}
$$

Then, let $\mathbf{F}=\left\{F \mid F \in \kappa_{M}\right.$ and satisfies Eq. (3) $\}$. If $X$ is a MPV for $d$, then there is an $F \in \mathbf{F}$ such that

$$
\begin{equation*}
x_{i}=\sum_{j=1}^{z}\left\{f_{j} \mid a_{i} \in \rho_{j}\right\}, \quad \text { for each } i=1,2, \ldots, n \tag{4}
\end{equation*}
$$

This is a necessary condition for a MPV. To explain that, consider a MPV $X$ and an $F \in \kappa_{X}$ feasible under $\mathbf{F}$. It is known that $\sum_{j=1}^{z}\left\{f_{j} \mid a_{i} \in \rho_{j}\right\} \leq x_{i}$, $\forall i$. Suppose there is a $k$ such that $x_{k}>\sum_{j=1}^{z}\left\{f_{j} \mid a_{k} \in \rho_{j}\right\}$. Set $Y=\left(y_{1}, y_{2}, \ldots, y_{k-1}, y_{k}\right.$, $\left.y_{k+1}, \ldots, y_{n}\right)=\left(x_{1}, x_{2}, \ldots, x_{k-1}, x_{k}-1, x_{k+1}, \ldots, x_{n}\right)$. Hence $Y<X$ and $F \in \kappa_{Y}$ (since $\sum_{j=1}^{z}\left\{f_{j} \mid a_{i} \in \rho_{j}\right\} \leq y_{i}, \forall i$ ), which indicates that $\varpi_{Y} \geq d$ and contradicts to that $X$ is a MPV for $d$. Thus $x_{i}=\sum_{j=1}^{z}\left\{f_{j} \mid a_{i} \in \rho_{j}\right\}, \forall i$.

Given $F \in \mathbf{F}$, we generate a capacity vector $X_{F}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ via Eq. (4). The set $\Lambda=\left\{X_{F} \mid F \in \mathbf{F}\right\}$ is built. Let $\Lambda_{\min }=\{X \mid X$ is a minimal vector in $\Lambda\}$. Then, $\Lambda_{\text {min }}$ is the set of MPV for $d$.

### 2.2. The reliability evaluation

Given a demand $d$, the reliability denoted by $\tau_{d}$ is the probability at the sink node that the maximal flow of the network is no less than $d$, i.e., $\tau_{d} \equiv \operatorname{Pr}\left\{X \mid \varpi_{X} \geq d\right\}$. To calculate $\tau_{d}$, it is advantageous to find the minimal vector in the set $\left\{X \mid \varpi_{X} \geq d\right\}$. A minimal vector $X$ is said to be a MPV for $d$ iff (i) $\varpi_{X} \geq d$ and (ii) $\varpi_{Y}<d$ for any other vector $Y$ such that $Y<X$, in which $Y \leq X$ iff $y_{j} \leq x_{j}$ for each $j=1,2, \ldots, n$ and $Y<X$ iff $Y \leq X$ and $y_{j}<x_{j}$ for at least one $j$. Suppose there are totally $q$ MPV for $d: X_{1}, X_{2}, \ldots, X_{q}$. The reliability is equal to

$$
\begin{equation*}
\tau_{d}=\operatorname{Pr}\left\{\bigcup_{k=1}^{q}\left\{X \mid X \geq X_{k}\right\}\right\} \tag{5}
\end{equation*}
$$

which can be calculated by inclusion-exclusion principle or RRIEP method. ${ }^{20}$

## 3. The Integrated Approach

### 3.1. Fast enumeration

Assume there are $\alpha$ decision variables and $\beta$ constraints in a common formulation of an integer programming problem like follows:

$$
\begin{array}{cc}
\text { Maximize } & g=f\left(x_{1}, x_{2}, \ldots, x_{\alpha}\right) \\
\text { Subject to } & c_{1}\left(x_{1}, x_{2}, \ldots, x_{\alpha}\right) \\
& c_{2}\left(x_{1}, x_{2}, \ldots, x_{\alpha}\right) \\
& \vdots  \tag{7}\\
& c_{\beta}\left(x_{1}, x_{2}, \ldots, x_{\alpha}\right) \\
& x_{j} \in \mu_{j}, x_{j} \in \mathbb{Z}
\end{array}
$$

where $f(\bullet)$ is the objective function, and $c_{i}(\bullet)$ is the $i$ th constraint. Let $e_{i j}$ be the coefficient of $x_{j}$ in Constraint $c_{i}$ and $\delta_{i}=\left\{x_{j} \mid e_{i j} \neq 0,1 \leq j \leq \alpha\right\}$.

Definition 1. $\eta_{i}=\left\|\delta_{i}\right\|$.
We define an ordered set $\Omega=\left\{\eta_{(i)} \mid 1 \leq i \leq \beta\right\}$ such that

$$
\eta_{(1)} \leq \eta_{(2)} \leq \cdots \leq \eta_{(\beta)}
$$

Following this order, we get the order of $\delta_{i}$ as:

$$
\delta_{(1)} \preceq \delta_{(2)} \preceq \cdots \preceq \delta_{(\beta)} .
$$

Then, we group the constraint $c_{i}$ by the rule $\xi_{k}=\left\{c_{i} \mid \delta_{i} \cap \delta_{(l)} \neq \phi, 1 \leq l \leq k\right\}$ into $r$ groups.

Let $q_{k}$ be the total number of enumerations in $\xi_{k}$ group. The complexity of re-arrangement is now by $O\left(\prod_{k=1}^{r} q_{k}\right)$. The efficiency of FE is greatly improved because $q_{k} \ll \prod_{j=k-1}^{k} \mu_{j}$, where $\mu_{j}$ is the value range of $x_{j}$.

### 3.2. MS for vectors

At first, we explain how merge sort works on quantities. Merge sort is an efficient, general-purpose, comparison-based algorithm for sorting integers, real numbers, or strings, which was originated from John Von Neumann in 1945. ${ }^{48}$ Merge sort works conceptually by merging two sorted sublists into one ascending ordered list, where each sublist is sorted recursively by merge sort itself. The algorithm of merge sort is conceptually described as follows.

Algorithm 1: Merge sort for quantities.
Step 1. Input $L$. // $L$ is a list of nonordered elements.
Step 2. Divide $L$ into two sublists $L_{0}$ and $L_{1}$ with almost equal lengths.
Step 3. Call merge sort for $L_{0}$, and get $L_{\text {sorted }_{0}}$.
Step 4. Call merge sort for $L_{1}$, and get $L_{\text {sorted }_{1}}$.
Step 5. Merge $L_{\text {sorted }_{0}}$ and $L_{\text {sorted }_{1}}$ into one ascending ordered list $L_{\text {sorted }}$.
Step 6. Return $L_{\text {sorted }}$.
Since merge sort divides the list into two sublists and merge them, it can be shown that the time complexity is $O(\pi \log (\pi))$ in all cases. ${ }^{48} \pi$ is the length of the list. The space complexity is $O(\pi)$ in all cases. Therefore, merge sort is very efficient for both time and memory usage.

MS takes the idea of merge sort, but do not sort things. It search for MPV from two sublists of MPV candidates, where each sublist is searched recursively by MS itself. Then, it can be shown that the time complexity is also $O(\pi \log (\pi))$ in all cases. The algorithm is described as follows.

Algorithm 2: MS for vectors.
Step 1. Input $\Lambda$. // $\Lambda$ is the list of MPV vectors.
Step 2. If $\Lambda=\phi$, then return $\phi$. // empty list.
Step 3. If $\|\Lambda\|=1$, then return $\Lambda$. // Only one element in the list.

Step 4. Divide $\Lambda$ into two sublists $\Lambda_{0}$ and $\Lambda_{1}$ with almost equal lengths.
Step 5. Call Algorithm 2 on $\Lambda_{0}$, and get $\Lambda_{\min }^{0}$.
Step 6. Call Algorithm 2 on $\Lambda_{1}$, and get $\Lambda_{\min _{1}}$.
Step 7. Call Algorithm 3 on $\Lambda_{\min _{0}}$ and $\Lambda_{\min _{1}}$, and return $\Lambda_{\text {min }}$.
Algorithm 3: Merging.
Step 1. Input $\Lambda_{\min _{0}}$ and $\Lambda_{\min _{1}}$. // $\Lambda_{\min _{0}}$ and $\Lambda_{\min _{1}}$ are the set of vectors.
Step 2. If $\Lambda_{\min _{0}}=\phi$, then return $\Lambda_{\min _{1}}$.
Step 3. If $\Lambda_{\min _{0}} \neq \phi$ and $\Lambda_{\min _{1}}=\phi$, then return $\Lambda_{\min _{0}}$.
Step 4. Let $x_{i} \in \Lambda_{\min _{0}}$ and $x_{j} \in \Lambda_{\text {min }_{1}}$.
Step 5. If $x_{i} \leq x_{j}$, then call Algorithm 3 on $\Lambda_{\min _{0}}, \Lambda_{\min _{1}}-\left\{x_{j}\right\}$ and return $\Lambda_{\text {min }}$.
Step 6. Else if $x_{j} \leq x_{i}$, then call Algorithm 3 on $\Lambda_{\min _{0}}-\left\{x_{i}\right\}, \Lambda_{\min _{1}}$ and return $\Lambda_{\text {min }}$.
Step 7. Else if $\left\|\Lambda_{\min _{1}}\right\|=1$, then call Algorithm 3 on $\Lambda_{\min _{0}}-\left\{x_{i}\right\}, \Lambda_{\min _{1}}$ and get $\Lambda_{\text {min }}$; return $\left\{x_{i}\right\} \cup \Lambda_{\text {min }}$.
Step 8. Else if $\left\|\Lambda_{\text {min }_{0}}\right\|=1$, then call Algorithm 3 on $\Lambda_{\text {min }_{0}}, \Lambda_{\text {min }_{1}}-\left\{x_{j}\right\}$ and get $\Lambda_{\text {min }}$; return $\left\{x_{j}\right\} \cup \Lambda_{\text {min }}$.
Step 9. Else call Algorithm 3 on $\Lambda_{\min _{0}}, \Lambda_{\min _{1}}-\left\{x_{j}\right\}$ and get $\Lambda_{\text {tmp }}$, and call Algorithm 3 on $\Lambda_{\mathrm{tmp}}$ and $\left\{x_{j}\right\}$ and return $\Lambda_{\text {min }}$. // $\Lambda_{\mathrm{tmp}}$ is temporary list.

Steps 2 and 3 of Algorithm 3 are boundary conditions. Steps 5 to 9 are the searching cases for MPV.

### 3.3. The approach

We recalled that $\mathbf{F}$ can be enumerated by fitting the formulas in $\Psi_{F}$ and Eq. (3). Then, $X_{F}$ can be built by $F \in \mathbf{F}$ via Eq. (4). Next, $\Lambda=\left\{X_{F} \mid F \in \mathbf{F}\right\}$ is constructed for all $X_{F}$. Finally, $\Lambda_{\min }=\{X \mid X$ is a minimal vector in $\Lambda\}$ is built. Then, $\Lambda_{\min }$ is the set of MPV for $d$. Let $\Xi_{\Psi_{F}}$ be FE-form of formulas in $\Psi_{F}, s_{j}=\min \left\{m_{i} \mid a_{i} \in \rho_{j}\right\}$, and $J=\left\{j \mid X_{j} \notin \Lambda_{\min }\right\}$.

The integrated algorithm to search for MPV is as follows.

## Algorithm 4: Searching for MPV for $d$.

Step 1. Find the set of feasible system state vectors $\Lambda$ for $d$.
(a) fast enumerate $0 \leq f_{j} \leq u_{j}$ with $\Xi_{\Psi_{F}}$ do
(b) if $f_{j}$ satisfies $\sum_{j=1}^{z} f_{j}=d$, then
(c) $x_{i}=\sum_{j=1}^{z}\left\{f_{j} \mid a_{i} \in \rho_{j}\right\} \quad$ for each $i=1,2, \ldots, s$, and
(d) $\Lambda=\Lambda \cup\left\{X_{F}\right\}$.
end if.
end fast enumerate.
Step 2. Call Algorithm 2 on $\Lambda$, and return $\Lambda_{\min }$. // $\Lambda_{\min }$ is the set of MPV.

Step 1(a) of Algorithm 4 only requires $O\left(\prod_{k=1}^{r} h_{k}\right)$ to generate all feasible $F$ and $X_{F}$, since FE-form is by re-arranging the original $\Psi_{F}$ into $r$ groups of alternative orders, and $h_{k}$ is the total number of enumerations in the $k$ th group. The time complexity of Algorithm 2 is $O(\pi \log (\pi))$, where $\pi=\|\Lambda\|$. The total time complexity of the proposed method is thus max $\left\{O\left(\prod_{k=1}^{r} h_{k}\right), O(\pi \log (\pi))\right\}$, which is greatly smaller than $O\left(d^{z}\right)$, which is the time complexity of traditional ways.

## 4. Benchmarking

Five rectangular grids of different sizes are employed to do the benchmarking comparisons with Lin's approach, ${ }^{16}$ Chen and Lin's approach. ${ }^{46}$ The demand is 3 for all cases. The capacities for all these arcs are set to 3 . Figure 1 presents these rectangular grids.

All approaches were coded by PROLOG running on a PC with CPU of Intel Core i7 $4790 @ 3.60 \mathrm{GHz}, 3.60 \mathrm{GHz}$ and 16 GB RAM. Table 1 gives the comparisons


Fig. 1. Five rectangular grids.
Table 1. The comparisons between well known approaches and the proposed approach.

| $\begin{aligned} & \text { Figure } 1(\#) \\ & \text { (Nodes } \times \text { Arcs) } \end{aligned}$ | \# of MP | $\pi$ | \# of MPV | CPU Time (s) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Lin ${ }^{21}$ | Chen and Lin ${ }^{46}$ | The proposed |
| $\begin{aligned} & \text { Figure 1(a) } \\ & (6 \times 7) \end{aligned}$ | 4 | 20 | 16 | 0.016/0.002 (0.018) ${ }^{a}$ | 0.00001/0.002 (0.00201) | 0.00001/0.00001 (0.00002) |
| $\begin{aligned} & \text { Figure 1(b) } \\ & (9 \times 12) \end{aligned}$ | 12 | 364 | 150 | 6.100/0.374 (6.474) | 0.031/0.374 (0.405) | 0.031/0.031 (0.062) |
| $\begin{array}{r} \text { Figure 1(c) } \\ (12 \times 15) \end{array}$ | 12 | 364 | 150 | 5.944/0.39 (6.334) | 0.031/0.39 (0.421) | 0.031/0.047 (0.078) |
| $\begin{aligned} & \text { Figure } 1(\mathrm{~d}) \\ & (12 \times 16) \end{aligned}$ | 24 | 2600 | 606 | $\mathrm{NA}^{b} / 35.540$ (NA) | 2.618/35.540 (38.158) | 2.618/0.671 (3.289) |
| $\begin{array}{r} \text { Figure } 1(\mathrm{e}) \\ (12 \times 17) \end{array}$ | 38 | 9880 | 1483 | NA/1124.039 (NA) | 323.935/1124.039 (1447.974) | 323.935/4.976 (328.911) |

Notes: ${ }^{a}$ Step $1+2 /$ Step 3 (total). ${ }^{b}$ Not completed within one day.
between these approaches. The network in Fig. 1(a) has 4 MP found, and can be derived 16 MPV . The networks in Figs. 1(b) and 1(c) both have 12 MP found, and can be derived 150 MPV. The network in Fig. 1(d) has 24 MP found, and can be derived 606 MPV. The network in Fig. 1(e) has 38 MP found, and can be derived 1483 MPV. The CPU times of the proposed approach are significantly shorter than the other approaches in this comparisons.

## 5. Conclusion

This paper proposes a novel approach to search for MPV in MSN. This approach involves two main techniques: one is $\mathrm{FE},{ }^{47}$ which was a recent advance in the Integer programming problem-solving; the other is MS for vectors, which is proposed in this paper. FE can speed up the time-consuming explicit enumeration algorithm (EEA) by a way without changing their formulas, just re-arranging their order of formulas in the algorithm. MS is similar to merge sort proposed by John Von Neumann in $1945 .{ }^{48}$ The benchmarking comparisons are conducted with the wellknown approaches and the proposed approach. The results show that the proposed approach can significantly improve the efficiency of searching for MPV in MSN.

Future researches are encouraged to inspect multi-terminal MSN, or multicommodities networks to solve more real-life problems.
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